MAE270A: Concepts of Realization Theory

Minimal Realization for LTI systems

Some of the properties of minimal realization of a system
Instructor: Solmaz Kia (solmaz@uci.edu), University of California Irvine

Problem setting.

Research question.

From (A, B,C, D) to G(s).

An LTT system can be represented by
e a transfer function G(s) in frequency domain

e a linear differential equation below in time domain

= Ax + Bu r €R™ ueRP

(A7B7C,D) ~
y=Cx+ Du y € RY

(1)
How are G(s) and (A, B, C, D) related?

G(s) explains the input to out relation for a relaxed system
(zero initial conditions):

Y(s) = G(s)U(s), where Y(s) = L[y(t)], U(s) = Llu(t)].
Transfer function of an LTI system is obtained as follows:
L[z] = L[Az + Bu] — sX(s) — z(0) = AX(s) + BU(s)

— X(s) = (s — A)"'BU(s).

i
Lly] = LI[Cx + Du] = Y (s) = (C(sI — A)"'B+ D) U(s)
G(s)
i
G(s)=C(sI - A)™'B+D (2)
Note that
o - A = S

o det(sl — A) =s"+a;s" L +as" 2+ +a,

e Every entry (i,5) of adj(s] — A) is obtained from
(—1)(+9) times the determinant of the (n — 1) x (n — 1)
submatrix of (sI — A) where the column ¢ and row j of
(sI — A) is dropped.

Consequently, every entry of G(s) matrix is a proper rational
transfer function, i.e., every entry is a ratio of two polynomial
where the degree of denominator is greater than or equal to
the degree of the numerator polynomial.
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From (A4, B,C,D) to G(s), X(t) = Ax() + Bult), A€ R, e RVP

cont’d y(t) = Cx(t) + Du(t). C€RT",  De RP

G(s) =C(sI —A)"'B+D isa
rational transfer function.
.| * IfD =0, itis astrictly proper

Recall Y(s) = G(s)U (s) (zero initial condition), then
G(s)=C(sI—A)'B+D

An nxn matrix whose every entry is a polynomial of ordern — 1 rational function
i * If D # Oitis a proper transfer
B adjoint(s! — A) function
Gl =7 == G =74
t A polynomial of order n
Definition: Two state-space systems (A, B,C, D) and A, B, C, D) are said
Zero-state equivalence. to be zero-state equivalent if they have the same transfer func-

tion, i.e., G(s) = C(sI — A)"'B+ D =C(sI — A)"'B+ D.

Zero-state equivalent systems exhibit the same zero-state re-
sponse when exposed to a same input.

Zero-equivalent systems does not necessarily have the same
state dimension.

The following systems are zero-state equivalent

—45 0 |-6 0 |-2 o0 10
0 45| 0 6|0 -2 0 1
1 0 0 0|0 o0 0 0
A= 0 1 0 0|0 o0 B=10 o
0 0 1 0] 0 o0 0 0
0 0 o 1|0 o 0 0
—6 3| —24 75| -—24 3 2 0
C:[o 1‘0.5 15‘ 1 0.5]' D:[o 0]
25 -1 0 0 10
_ 1 0 0 o - 0 0
A=l o o -4 —s B=1¢ 1
0 o 1 o 0 0
- -6 —12 3 6 = 2 0
C:{o 05 1 1]' D:[o o]
G(s) =C(sI—A) 'B+D=C(sI-A) 'B+D
2(s —2.5) 3
_ s+ 0.5 s+2
L= 0.5 s+1
(s+2)(s+05) (s+2)2
Definition: Consider
algebraically equivalence. X(t) = Ax(t) + Bu(t),

y(t) = Cx(t) + Du(t),

Given T nonsingular, apply change of variable X = Tx to write the system in the new
state X
X = Tx= T(Ax(t) + Bu(t))=TAT ' 24+ TB u(t) _ _
N X(t) + Bu(t),
y(t) = C(t)x(t) + D(t)u(t) = C [, Lx +£/ y(t) = Cx(t) + Du(t),
c D

Def(Algebraically equivalent) Two continuous-time LTI systems
X(t) = Ax(t) + Bu(t), ; X(t) = AR(t) + Bu(t),
an = _
y(t) = Cx(t) + Du(t), y(t)=C + Du(t),
are called algebraically equivalent if and only if there exists a nonsingular T's. t.
(A=TAT 1, B=TB,C=CT ! D=D). The corresponding map X = Tx is
called a similarity transformation or an equivalence transformation.
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Some pI’OpeI‘tieS of al- P1. With every input signal u, both systems associate the same set of outputs y. However, the
Thmaiealll Srilem output is generally not the same for the same initial conditions, except for the forced or
gebraically equivalen zero-state response, which is always the same.

Systems. P2. the systems are zero-state equivalent, i.e., they have the same transfer function.
C(sI—A)'B+D=C(sI-—A)'B+D
C(sI—A) B4+ D =CT YsI—TAT H)"'TB+D =
CT HsTT'—TAT H)"'TB+D =
CT HT(sI—A) T H)TB+D =
C(sT—A)'B+D.

Attention: In general the converse of P2. does not hold, i.e., zero-state equivalence does
not imply algebraic equivalence. For two state equations to be equivalent, they must have
the same dimension. This is, however, is not required for zero-state equivalent systems.
P3. they have the same eigenvalues.!
A(A) =det(Al — A) =det(A\I— A) = A(A)

The equivalent state equations have the same characteristic polynomial and consequently
the same se of eigenvalues.

A(AN) = det(AI — A) =det(ATT L — TAT 1) = det(T)det(Al — A) det(T~1) =

= det(AT — A) det(T)det(T 1) =det(AT — A) = A(A).

recall det(AB) = det(A) det(B) = det(B) det(A

1

Realization theory: from Realizable Transfer Function A transfer function G(s) is said
a proper rational G(s) to to be realizable if there is a finite dimensional state-space
(A,B,C,D). equation or simply (A, B,C, D) such that

G(s) = C(sI — A" 'B+ D.

Then, (4, B,C, D) is called a realization of G(s).

Note every G(s) is realizable as (A, B, C, D). Recall that dis-
tributed systems have an impulse response and, as a result,
a transfer function, but they do not have a state-space real-
ization in the form of (I). An example of such distributed

e %
s+1°

systems is G(s) =

Theorem (realizable transfer function): A transfer function
G(s) can be realized as a state-space equation if and only
if G(s) is a proper rational transfer function.

If a transfer function G(s) is realizable, it can have an infinite
number of realizations that are not necessarily of the same
order. All of these realizations will have the same number of
inputs and the same number of outputs, but the order of the
system matrix A € R”*" may differ between them.

The problem of interest now is how to obtain a realization
(A, B,C, D) from a given transfer function G(s), i.e., finding
(A, B,C, D) that satisfies G(s) = C(sI — A)"'B + D.

Next, we demonstrate the procedure to solve this problem
using a running example.
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The procedure to obtain
a realization (A, B,C,D)
from a given G(s).
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We demonstrate the step for

G(s) = s
GT1)(s73)

number of input: p = 1; number of outputs ¢ = 3.

@ Write G(s) = Gsp(s) + D, where D = limg_, o, G(s)
D =i G( ]. "H Gspls)=Gls)—D=
= [y —se G(8) = , &
B BRI

s+41
| ol |t
+3) ' (s+1)(s+3)

[ sS+2
(s+1)(s

=

—_

@ Find the monic least comment denominator of all the entries of Gsp(s)
matrix,
d(s) =1s™ + ags™ 1+ 4 n_15 + .

The monic least common denominator of a family of polynomials is the monic
polynomial of the smallest order that can be divided by all those polynomials.

ds)=(+1D(+3)=1s"+4 5+3
§a1§ 052

° GSP(S) = d(ls) [Ngs™ 1+ Nps™ 2 4. + Ny 35+ Ny,

543 —2(s+1) . (]2 Li-2]
T | T strases |26+ 3) =52+4s+3< —2fs + —6
5+2 s+2 L1l 2L
(s+1)(s+3) | ' '

p: number of inputs

@ We claim (controllable canonical form) q: number of outputs

7<Xllp><p 70"21))><p 7‘Xnvllp><p 7lxnlp><p Tpxp
Lpxp Opxp Opxp Opxp Opxp
A — Opxp Lpxp Opxp Opxp B= o
: : Opxp
Opxp Opxp Ipxp Opxp npxnp Opxpl i pup
C=[N1 No -+ Naa Nufgp,. D= lim G(s)
-2 =2 1]
-4 -3 1 |
=7 JlB=[)c=|-2 -s[.D=|1|
i 1 2 0l

We can show through direct substitution and some algebraic
manipulations that the claimed (A, B,C, D) matrices in the
previous step satisfy

Gsp(s) = C(sI — A)™'B.

Note that the procedure outlined above is one of the methods
to obtain a realization of transfer function. In a similar ap-
proach we can obtain the observable canonical realization of

G(s).



Exercise.

Research question.

Motivating example.

Definition:

Minimal Realization.

Minimal Realization:

main theorem.
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Follow the procedure outlined above to arrive at the realiza-
tion given below:

s s+1 1
R (2s+1) (s+2) (s+1)
G =| s+3 s? -1

(s+1) (s+%)(25+1) (4s +8)

4 0 0 -2 o0 o %9 o -1 o o
4 4 2 ’10
0 -4 0 0 -2 0o o 2o o -2 o 0 1
3 4 i 4 ‘ 2 00
o 0 -4 0 o0 -2 0 0T 0 0 — 6
1 0 0 0 0 0 0 0 0 0 0 O 00
42|01 0 0 0o 0o 0 00 0 0 0, foo0
=lo o 1 0o o 0o 0o 00 0 0 o0}B00
0 0 0 1 0 0 0 00 0 0 o0 00
0 0 0 0 1 0 0 00 0 0 O 00
00 0 0 0 1 0 00 0 0 0O 00
000 0 0 o0 0 1 00 0 0 0 00
00 0 0 0 0 0 1 0 0 0 O lo o

0 0 0 0 0 0 ©0 0 1 0 0 0
I I IE I R IE T N

= _ _ _ o _ 4|, D=

2 =2 2 g 2B X2 B X qgq 2 & 1 2
8 8 2 8 8 4 4 | 2

We saw in the derivation and the discussion so far that the
realization of transfer function is not unique and they do not
even necessarily have same dimension. So the question is

e What is the minimal realization of transfer function?

e How to obtain the minimal realization of a given transfer
function?

e Is the minimal realization of a transfer function unique?

Earlier in this note, we saw two different realizations for the
transfer function 2(s—2.5) .

G)=| 8% g ©

(S+2)(s+0.5) (;+2)2 :

One of there realizations was of order 6 and the the other was
of order 4. Interestingly, even the realization with order 4 is
not the minimal realization for this given G(s).

A realization of transfer function G(s) is minimal or irre-
ducible if there is no other realization of G(s) of smaller order.

A realization (A, B,C, D) is minimal if and only if it is both
controllable and observable.

The proof is related to the Kalman decomposition of a real-
ization. Recall that after Kalman decomposition identifies the
part of the system that is both controllable and observable,
(Aco, Beoy Ceoy D), we have

G(s)=C(sI —A) !B+ D = Coo(sI — Aeo) 'Bso + D

o O O OO

o O o




Back to motivating exam-
ple.

Some of the properties of
minimal realizations.
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Now let us check why the 4th order realization

—-25 -1 0 0 1 0

1 0 0 0 0 0

A= 0 0 -4 -4’ B= 0 1
0 0 1 0 0 0

-6 —12 3 6 2 0

“=lo o5 1 1}’D:[o 0}

of the transfer function is not a minimal realization. The

answer comes from checking whether this system is control-

lable or observable. If we are told that this realization is

not the minimal realization of G(s), it means that this sys-

tem lacks at least one of the controllability and observability
properties. For this system we have

rank(C) =4, rank(O) =3.

As we can see this realization is not observable and thus we
can conclude that this realization is not minimal. We can
expect that after removing the observable part, the third order
realization we obtain is minimal.

The observable decomposition for this 4th order system is

—0.8258  3.2845 —2.4395 | 0 —0.4440  0.6189
A_{ —0.3119 —2.8714 1.5096 | O } B { —0.0543 —0.6455 1
0.2022  0.5678 —0.8028 | 0 [’ ° = | —0.3999  0.2009
0.9417  2.6377 _ 0.5965 | —2 0.8000 _ 0.4000
cf[ 0 0.0200 15.0000 ‘ 0 ] _ [2 o]
| 0o —1483 0202 |0 |> “ |0 o]

Thus, the observable part is

—0.3119 —2.8714 1.5096
0.2022 0.5678 —0.8028

—0.0543 —0.6455
—0.3999  0.2009

—0.8258 3.2845 —2.4395 —0.4440 0.6189
Ao= , Bo

C. = 0 0.0200 15.0000 D= 2 0
7| 0 —1.4863 0.2020 ’ ~— 10 0

Note: due to rounding error, the transfer function obtained
via Matlab may not exactly look like G(s). After proper
rounding (Ao, Bo, Cy, D) realizes the same G(s) in (3), as ex-
pected. (A,,B,) is controllable. Thus, we can conclude that
(Ao, B,, Cy, D) is a minimal realization of G(s) in

Theorem: All minimal realization of a transfer function are
algebraically equivalent.

Theorem: Consider a SISO system with transfer function

g(s) = Zgj)), where d(s) is a monic polynomial and d(s) and

n(s) coprime. In this case, the realization (A, B, C, D) where
A € R" is minimal if and only if n is equal to the degree of
d(s). In this case d(s) is equal to the characteristic polynomial
of A, ie., d(s) =det(s] —A)

Theorem: Let (4, B, C, D) be a minimal realization of a SISO
transfer function g(s). Then, g(s) is BIBO stable if and only
if the realization is internally asymptotically stable.



Practice example.
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Q: Cousider the realization (A, B,C, D) given by

A:[f (1)] B:H, C=[0 1], D=o.

For what values of a, this system is a minimal realization?

A: For a realization to be minimal, it needs to be both con-
trollable and observable:

1 -2

c=[B AB]:L a+1

} — rank(C) = 2, Va € R\{-3}

C 0 1
0= [C’A] = {a J — rank(0) =2, Va € R\{0}.
Therefore, (A, B,C, D) is a minimal realization for any a €
R\{0, —3}.

We can also obtain the same result by examining the transfer
function of the system:

s+2 0 1\ '

G(s)=C(sI—A)—1B+D=[0 1] [ Y 3—1]> H

- s+ 2 +a . {(sll) a = 0

- —_1 ) _

(s+2)(s—1) 4z a=-3

For the realization (4, B, C, D) to be minimal, the charactris-

tic polynomial of the transfer function G(s) should be of order

two. Therefore, any value of a that results in pole-zero can-

cellation should be avoided. Consequently, (4, B,C, D) is a
minimal realization for any a € R\{0, —3}.



Appendix: some definitions
about the transfer functions.
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For a SISO system:

e Rational Transfer Function is a ratio of two polynomials
with real coefficients:
Q: Which of the transfer functions below is the rational
transfer function?

s2+1 241 o
@ o) =g W=
A: (a)

e Proper Rational Transfer Function is a transfer func-
tion in which the degree of the numerator does not
exceed the degree of the denominator, otherwise the
transfer function is Improper.

Q: Which of the transfer functions below is a proper
rational transfer function?

s3+1 s2+1
® 9= gmerr ® 9=
A: (b)

e Strictly Proper Rational Transfer Function is a transfer
function in which the degree of the numerator is less
than the degree of the denominator. Q: Which one of
the transfer functions below is strictly proper rational
transfer function?

s+1 241
S S ™ -
s2 42541 (b) g(s) s24+2s5+1

For an MIMO system, with p inputs and ¢ outputs, the trans-
fer function is a ¢ X p matrix

g11(8)  g12(s) -+ g1p(s)
G(s) = : : e : )
gql(s) qu(S) co gqp(s)

where each entry (i,j) is the transfer function relationship
between input j and output 7.

o ((s) is rational transfer function when all entry g;;s are
rational transfer functions.

e (3(s) is proper rational transfer function when all entry
gij(s)’s are proper rational transfer functions. Moreover,
G(s) is strictly proper if all entries are strictly proper.
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