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Summary of previous lecture and today’s otutline

Lecture 6 covers
• Review of eigenvalues and eigenvectors of a matrix 
• Jordan form of a matrix
• Use of Jordan/diagonalized form to compute 𝑒!"

𝜙 𝑡, 𝜏 = 𝑒 !("$%)

How to compute 𝑒!":
• The ith column of 𝑒!" is the solution of �̇� = 𝐴𝑥, 𝑥 0 = 𝑒'
• 𝑒!" = ℒ$([ 𝑠𝐼 − 𝐴 $(]

𝐴 and �̅� have same eigenvalues.
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Review of eigenvalues and eigenvectors of a matrix 
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Diagonalizable matrix 

If A has a repeated eigenvalues, then it may not have a diagonal form representation. However, it has 
a block-diagonal and triangular form representation.

An eigenvalue with multiplicity 
of 2 or higher is called a 
repeated eigenvalue.

In contrast, an eigenvalue with 
multiplicity of 1 is called a 
simple eigenvalue.

If A has only simple eigenvalues, it always has a diagonal form 
representation, i.e., there exists 𝑄 such that 

J = 𝑄 𝐴 𝑄!"

𝐴 𝑝' = 𝜆' 𝑝' , 𝑖 ∈ 1,⋯ , 𝑛 → 𝐴 𝑝( ⋯ 𝑝) = 𝑝( ⋯ 𝑝)

𝜆( 0 0 0
0 𝜆* 0 0
⋮ ⋱ ⋮
0 0 0 𝜆)

𝐴 = 𝑃 J 𝑃$(

𝑄 = 𝑃$(

𝑃

𝐽
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Diagonalizable matrix 

If A has only simple eigenvalues, it always has a diagonal form 
representation, i.e., there exists 𝑄 such that 

J = 𝑄𝐴𝑄!"

𝐴𝑞' = 𝜆'𝑞' , 𝑖 ∈ 1,⋯ , 𝑛 → 𝐴 𝑝( ⋯ 𝑝) = 𝑝( ⋯ 𝑝)
𝜆( ⋯ 0
⋮ ⋱ ⋮
0 ⋯ 𝜆)

𝐴 = 𝑃 J 𝑃$(

𝑄 = 𝑃$(
Δ 𝐴 = det 𝜆𝐼 − 𝐴 = 0
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Jordan normal form
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Jordan normal form

0
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Diagonalizable matrix
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One of the methods to determining the Jordan normal form
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Jordan normal form
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Diagonal Jordan form: example

Δ 𝐴 = det 𝜆𝐼 − 𝐴 = 0
Δ 𝐴 = det 𝜆𝐼 − 𝐴 = 0

𝐴 =
3 1.5 −2
0 2 0
1 1.25 0

Δ 𝐴 = det 𝜆𝐼 − 𝐴 = 0
Δ 𝐴 = 𝑠 − 2 ! 𝑠 − 1 = 0

-----------
𝜆" = 1: 𝐴 − 𝐼 𝑝" = 0.

𝜆! = 2,with multiplicity 𝑚! = 2,
nullity of 𝐴 − 2𝐼 = 1, 𝑡ℎ𝑒𝑟𝑒𝑓𝑜𝑟𝑒, 𝑜𝑛𝑙𝑦 𝑜𝑛𝑒

𝑙𝑖𝑛𝑒𝑎𝑟𝑙𝑦 𝑖𝑛𝑑𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡 𝑒𝑖𝑔𝑒𝑛𝑣𝑒𝑐𝑡𝑜𝑟 𝑒𝑥𝑖𝑠𝑡𝑠 𝑓𝑜𝑟
𝜆! = 2, 𝐴 − 2𝐼 𝑝! = 0

𝐽 =
1 0 0
0 2 1
0 0 2

To find 𝑄 that satisfies 𝐽 = 𝑄𝐴𝑄#", we solve
𝐽𝑄 = 𝑄𝐴,

𝑞"" 𝑞"! 𝑞$"
2𝑞!" + 𝑞$" 2𝑞!! + 𝑞$! 2𝑞$! + 𝑞$$
2𝑞$" 2𝑞$! 2𝑞$$

=
3𝑞"" + 𝑞"$ 1.5𝑞"" + 2𝑞"! + 1.25𝑞"$ −2𝑞""
3𝑞!" + 𝑞!$ 1.5𝑞!" + 2𝑞!! + 1.25𝑞!$ −2𝑞!"
3𝑞$" + 𝑞$$ 1.5𝑞$" + 2𝑞$! + 1.25𝑞$$ −2𝑞$"

which gives (solution is not unique)

𝑄 =
−04082 −0.4082 0.8165
0.6727 −1.0328 −0.6727
0 0.1682 0
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Matrix exponential of two algebraically equivalent matrix
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How to compute 𝑒-. using the Jordan normal form of A
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How to compute 𝑒-. using the Jordan normal form of A
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How to compute 𝑒-. using the Jordan normal form of A
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How to compute 𝑒-. using the Jordan normal form of A: examples
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How to compute 𝑒-. using the Jordan normal form of A: examples
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